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What do Hebrew speakers know about irregular patterns?
The role of Universal Grammar

e In a study of irregular plurals in Hebrew, | show that lexieateptions follow phono-
logical patterns. My experimental results show that spessde aware of the patterns,
and extend them productively to novel forms.

o | offer an analysis of Hebrew plurals in terms of universadpdlogical constraints on
plural forms.

e In an artificial language experiment, | show that Hebrew kpeause constraints on
surface forms to learn patterns of affix selectiom(¥s. -ot), even in the absence of
evidence from real Hebrew.

1 The Hebrew lexicon

1.1 What is irregular morphology?

Regular morphology applies in a predictable way: given aaselform, the product is com-
pletely known in advance. Examples:

(1) English progressive: addng.
“I like to talk. In fact, | amtalk-ing right now.”
(2) Hebrew definite article: adal-
“ze sefer [el mia-sefera-ze?”
In irregular morphology, the product is not completely petable given a base form.
(3) English past tense: adebd or change the vowel to, or ...
“l try to sneakin. Yesterday, bneak-ed snuckin successfully.”

(4) Arabic plurals: for a noun inatl, choose a plural frorgita:l, qutud, ...
singualrbatr, pluralbiha:r / bubu:r / ?abhe:r / 2abrur
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(5) Hebrew plural of masculine nouns: add eithin or —ot
singular/fofar, plural fofar-im/ fofar-ot

(6) Turkish possessive: add a high vowel, and either voieestam-final stop or not.
bare noungfarp, possessiveefarb-i / efarp-i (Becker et al. 2007)

1.2 Hebrew plurals

One can discover thatm is masculine andet is feminine by looking at nouns that take
different plural suffixes according to natural gender, dmehtby the completely regular
agreement on adjectives and verbs.

(7) yelad-im nexmad-im far-im
boy-pl nice-pl sing-pl ‘nice boys are singing’

yelad-6t nexmad-ot [ar-6t

girl-pl nice-pl sing-pl ‘nice girls are singing’
In the native vocabulary, however, masculine nouns cagutegly take -et, and feminine
nouns +m. The true gender of the noun is revealed by agreement ontagieand verbs:

(8) xalon-6t gdol-im niftax-im
window-pl big-pl  open-pl  ‘big windows are opening’

(9) nemal-im ktan-6t nixnas-o6t
ant-pl small-pl enter-pl  ‘small ants are coming in’
Exceptional selection of the plural suffix is only possiblieem the suffix gets stressed, as in
xalon-6t andnemalim. If the stem keeps the stress (usually in loanwords, seeB&£03),
the plural is selected based on the appearance of the singutlhout exception — this is
categorical irregularity.

(10)  fukéat-a * fukatf-im fukétf-ot ‘focaccia’
blog blog-im * blog-ot ‘blog’
kolég-a * kolég-im kolég-ot ‘(male) colleague’
madam ? madam-im * madam-ot ‘madam (in a brothel)’
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1.3 Patterns of irregularity

For any given noun of Hebrew, the selection @h-er —ot is unpredictable, and often cate-
gorical. There are even some minimal pairs:

(11) a. tor-im/tor-ot ‘line, queue’, ‘appointment’ / ‘turn’
b.  himnon-im / himnon-6t ‘national anthem’ / ‘religiougrn’
¢c. maamad-im/ maamad-o6t ‘stand’ / ‘status’
The lexicon as whole, however, reveals patterns of irregyld_ooking at the native mas-
culine nouns in Bolozky & Becker (2006), it is clear that afifothe stem correlates with
taking -ot (see also Glinert 1989; p. 454, Aronoff 1994; p. 76).

(12)  Final vowel n ot-takers
\ 3891 84 2.2% gvul, safék, yain, ocar
0 523 146 27.9% sod, xalom, vilon
Total 4414 230 5.2%

The effect of [0] can be further refined: It is also felt at ataiee, as seen in the disyllabic
nouns in (13).

(13)  \Vowel pattern  n ot-takers
aa 589 12 2.0% zanav, e
oa 102 12 11.8% mosad, goral
ao 163 34 20.9% garon, max6z

Is this correlation between a stem [0] anat & mere historical accident, or is it useful infor-
mation for speakers? Do speakers incorporate this caoelatto their active, synchronic
grammar?

If speakers have this knowledge, how have they learned it?

2 Speakers’ knowledge, part |

If speakers learn a pattern that goes beyond memorizingetilemords of Hebrew, the pat-
tern can be tested with possible, but unattested words.

| used a novel word task to see what kind of knowledge spegikejsct from the existing
words of their language, or how they generalize/analogize their lexicon.
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2.1 The task

Hebrew speakers were asked to choose a plural suffix for raffosr vowel patterns:

(14) [ag] [oa] [ao] [i o]
sagaf donaf zarof 2idof
takav Jolav davov Xizov
kalam sotam gdm dimom
garad ?0pad kanod nidod
pasas xodas baros migos
gavaz nokaz kamo6z rizoz
banac motac pacoc lixoc
daly rokd tang biy6f
paaf kova bakg girof
zavak losak sakok Jibok
cagag Jonag barog ricog
bazax sovax Jadbax lifbax
Janal gomal calol zihol
dagar zovar galor cikor

The participants were given the novel words in random optesented as masculine nouns,
e.g.

(15) zekamozve-ze ockamoz beyaxad, el¢gney
Thisyasc is akamozand thig.sc is anothekamoz Together, they're twighsc

Then, the participants heard two possible plurals, lengpzim andkmozét, and were asked
to choose the form that sounded most appropriate.
The participants were 53 adult native speakers of Hebremesits at the Hebrew University
in Jerusalem. | am grateful to Ram Frost, of the Hebrew Usitiepsychology department,
for his generous help with running the experiment.

2.2 Results

Speakers chosent least often with [aa], more often with [0a], and most ofteth§ao] and
[io], replicating the lexical trend.

Since all vowel patterns were equally represented in theraxgent, the differences between
them are not coming from the experiment, but rather from lsgrsabrains.

4



(16) Lexicon Experiment
least likely to take et A%, \AY
oV oV
most likely to take et Vo Vo

The percentage ait-taking in the lexicon and in the experiment correlate réwably well:

a7 35%

D 33%- ao
w .
5 io
% 31% |
(0]
S
3

29%
IS
5 a
.C

27%

aa
25% ‘ ‘
0% 10% 20% 30%
lexicon

The only mismatch between the lexicon and the experimea} s [io]) is exactly where
we expect speakers not to care — they care about the presdgogeother vowels don’t mat-
ter.

The vowel effect came out statistically significant (ANOVA(3,50) = 3.723p = .017).

2.3 Conclusion

Speakers know that having [0] in the stem is conducive to simgp-ot, and they know that
this effect is stronger when the [0] is in the final syllabl@weéls that precede the stem [0]
don’t matter.

3 Analysis

3.1 Licensing [0] in world languages

If a sound X is only allowed in some position, the positimenseshe sound.
Many languages require [0] to be licensed by the stresséabdsyl

(18) Russian allows [0] only in the stressed syllall@n-a‘at home’,dam-ax‘at homes’.

(19) In most dialect of English, [0] can be unstressed (‘piaffellow’), but in some
dialects, unstressed [0] is not allowed (‘piana’, ‘fella’)

Other languages require [0] to be licensed by the wordaihstyllable:

(20) Turkish native nouns allow [0] only in the first syllatd&the word.

(21) Shona allows [0] in the word-initial syllable, and aitiad [0] can license an [0] later
in the word (Beckman 1997; Hayes & Wilson to appear)

Hebrew will turn out to be like Shona, but with stress: In Hatar[o] must be stressed, but
a stressed [0] allows [0] to appear elsewhere in the word.

3.2 [o]-licensing in Hebrew

Hebrew plurals are formed in response to conflicting coimgs &= requirements, conditions)
on surface forms (Optimality Theory, Prince & Smolensky 32904): On the one hand,
the demand for matching masculine stems with the masculmgand on the other hand,
the demand for the vowel [0] to be licensed by a stressed [0].

(22) Regular alén alon-m ‘oak tree’

(23)  Irregular xalén xalon-& ‘window’

The need for gender-matching and the need for licensingrfo]raconflict; only one con-
straint can be satisfied at the expense of the other, if teeae unstressed [0] in the stem.
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(24) Taking 4m to satisfy MATCH GENDER

MATCH GENDER LICENSE[0Q]
a.0 aldon-im 0 0
b alon-ot O O

(25) Taking -et to satisfy LCENSE[0]

LICENSE|[0] MATCH GENDER
a. xalon-im O O
b. 0 xalon-ot a a

In olam, the [0] is unlicensed in the singular, but it gets licensethe plural:
(26) Irregular  0l1am Slam-ot ‘world’

(27) Taking -etto satisfy LCENSE[0]

LICENSE[O] MATCH GENDER
v t
a. olam-im a O
b. O mbt 0 0

3.3 Using conflicts to learn a grammar

Hebrew supplies conflicting evidence about the licensingpfin alonim, gender match-
ing is more important than [o]-licensing, bubialon-6t, [o]-licensing is more important than
gender matching.

Speakers can detect this conflict (Prince & Tesar 1999), ardtuo start keeping track of
individual words (Pater 2006; Becker 2006). | implemented procedure computationally;
see Becker (2008) for details.

My approach relies on the idea that exceptions and reguledsiare responding to different
grammatical principles.

4 Using constraints to learn morphology
How do speakers learn that [0] in the stem correlates wot2 —

(28) Speakers learn arule:
“Take a singular with [0], addet to it to make a plural”

(29) Speakers prioritize conflicting constraints:
“In the plural, licensing an unstressed [0] is better thamcmiag gender”

The rule refers to the singular and to the plural; the coimgsaefer only to the plural.

In the actual words of Hebrew, every plural stem with [0] afedas a singular stem with
[0], so the two approaches cannot be distinguished. THeallgt a Hebrew learner could
choose either approach and still get the right result: stgredrrelating with -et.

If for Hebrew both approaches work, what do speakers do?dmettk of evidence, which
approach do humans prefer, i.e. what does Universal Grarsayar

4.1 Speakers’ knowledge, part I

I am able to argue in favor of constraints with data from aifigidl language experiment.
This work was done in collaboration with Lena Fainleib (TeiVAUniversity).
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4.2 The task

In the artificial languages, singulars were plausible matlebrew nouns with an [0] or an [i]

in their final syllable, and in the corresponding plural ferthe vowels were switched. The
choice of the plural suffix agreed with the plural form in tledtistraint” language and with

the singular form in the “rule” language (30).

(30)  “constraint” language “rule” language

amig amog-6t amig amog-im
axis axos-ot axis axos-im
azix azox-6t azix azox-im
afiv ajov-06t div afov-im
adic adoc-6t adic adoc-im
agof agif-im agof agif-ot
ap6z apiz-im apoz apiz-ot
acok acik-im acok acik-ot
abg abif-im abg abif-6t
alod alid-im alod alid-o6t

After speakers learned one of the two languages (the “mewatwon” stage), they were given
nouns in the singular, and were asked to generate the pthealdeneralization” stage).

(31) agiv, apis, axig, amix, alic, axif, anifila afif, azid
amov, ados , fdg , atdx , §oc, arof , ahdz , abdk , aféapod

4.3 The predictions

Prediction of my constraint-based approach: Since Hebpaalers learn thatot licenses
an unstressed [0] in the plural stem, it doesn’'t matter winastem vowel is in the singular.
Speakers will be more successful in learning the artifieiaguage that pairsotwith stems
that have [0] in the plural, i.e. the “constraint” language.

Prediction of the rule-based approach: Speakers learrsithgdilars with [0] get et added
to them, so they will be more successful in learning the aigiflanguage that pairsotwith
stems that have [0] in the singular, i.e. the “rule” language
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4.4 Results

The participants were 26 native speakers of Hebrew — 21 stsi@¢ the Hebrew University
and 5 at the Tel Aviv University. | am grateful to Ram Frostiloé Hebrew University psy-
chology department, for his generous help with running #pEeement.

As | predicted, speakers were significantly more successfgéneralizing the “constraint”
language than the “rule” languagg22.74) = 2.23p = .036).

B2 100%

80%
B unsuccessfu
P 60% - vowel choice
<
= U successful
40% 1 vowel choice

20% r

0% |

successful | unsuccessful successful
affix affix affix

unsuccessful
affix

"constraint” language "rule” language
The speakers who learned the “constraint” language ch@sexpected plural affix more
often than the speakers who learned the “rule” language waard more likely to get the
stem vowel right.

This result makes sense in light of my theory, in which stemels are licensed by the vowel
of the plural suffix. When the plural suffix isot it's easy to change a stem vowel to [0],
because the [0] would be licensed (in the “constraint” lagg), and it's tempting to keep a
singular [0] and not change it to [i] (in the “rule” language)
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4.5 Summary

In artificial language experiments, it is expected that teeematural language will be easier

to learn, everything else being equal.

What do the artificial languages have in common?

(33) a. The singulars are identical
b. The plural stems are identical
c. The stem-vowel changes are identical ([i] to [0o] and [ofifo

How do the artificial languages differ? Only in their choidglural affixes.

How are these languages like Hebrew? Can we be sure thaesp&adre using their Hebrew
grammar when they learned these languages?

(34) a. Contain nouns that pair sound and meaning

b. Nouns appear in grammatical Hebrew sentences that give thasculine gen-
der, and either singular or plural number

Use the vowels and consonants of native Hebrew
d. Use the vocalic patterns and stress pattamshkalin) of native Hebrew

e. Use+#mand -etto mark the plural
How are these languagast like Hebrew?

(35) a. Singular [i] changes to plural [0] and vice versa

b. The choice of plural affix is completely predictable frame stem vowel

5 Conclusions

e Hebrew allows masculine nouns to taket-exceptionally. The exceptions follow a
pattern: a stem with a final [0] is most likely to taketi-a stem with a non-final [0] is
somewhat likely to takeat, and a stem without [0] is least likely to taket-

e | have shown that speakers identify this pattern in theiickbexceptions, generalize
it, and apply it to novel words they encounter. | proposedraiysis of the pattern in
terms of constraints on plural forms.
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e Results from an artificial language experiment show thatelelspeakers learn excep-
tional plurals in terms of constraints on plural forms, eirethe absence of evidence
for using constraints from real Hebrew.

e | proposed that humans are pre-disposed to learn patteinggdlar morphology in
terms of conflicting constraints on output forms, and attedl this pre-disposition to
Universal Grammar.
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